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Who is Qrious?

Founded in 2013

Customers across: Transport | Govt | 
Tourism | Banking | Retail | Advertising

65 People

Offices in Wellington and Auckland

1.2+ Billion 
Captured Data Points Every Day

Backed by Spark

A software business unleashing organisational intelligence



Areas to Innovate:

Step 1 – Identify problems to solve that:

- Are high-intensity and value
- Have a sense of urgency
- Are common across the industry
- Align with our capability & strategy

Network Performance & Construction Delivery



Pain Points:

1. Knowing the traffic disruption my site is causing

2. Planning optimal site layouts to minimise delays

3.  Providing evidence for schedule negotiation

4. Monitoring and auditing 3rd party sites

5. Performance reporting and managing KPI’s

6. Monitoring traffic speeds for worker safety

Workshop 1: Traffic Management at Roadworks Sites 
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Business Priorities:

Improved KPI Score

Better Attributes

Optimise work hours to reduce costs

Protect reputation 

Win contracts

Safe work environment



Commercial in confidence
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Commercial in confidence

Proactive 
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Google API:
Duration in No Traffic:   36 seconds
Current Duration: 48 seconds









SITE DISRUPTION ALERT:
• Queue from Clarence st intersection 
is 100m away from affecting the site. 





NETWORK DISRUPTION ALERT:
• Northbound Queue on Deans Ave is 
100m away from Moorhouse Ave 
intersection.

• At current rate, queue will reach 
intersection in 15 minutes.



Workshop 2: Traffic Management for Incident Response 

Pain Points:

1. Knowing exact location or incident

2. Timely notification when incident occurs

3.  Impact on traffic

4. Response Coordination

5. Best route to incident location

6. Impact of Traffic Management (Detour route performance









Visualise crash vs abnormal 
congestion event (Grant 
heatmap + Google traffic 

video)

Abnormal Congestion vs Incident
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